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Abstract

In the police context, intelligence analysis
involves collecting, evaluating, and combining
uncertain, incomplete, and often conflicting in-
formation to help understand patterns, assess
risks, and support decision-making. This pro-
cess is cognitively complex and prone to error.
Artificial intelligence (AI) tools have the poten-
tial to assist analysts in this process, but only
if they are sufficiently transparent to meet le-
gal requirements. In my PhD research, I in-
vestigate how knowledge-based Al, consisting
of knowledge provided by experts and rules to
reason over this knowledge, can be used to aid
intelligence analysis at the Dutch police and ju-
diciary. This paper first outlines the problem
and motivation for this research, and then de-
scribes the studies conducted so far as well as
plans for future work.

1 Introduction

In intelligence analysis, analysts collect, evaluate,
and combine evidence to evaluate hypotheses and
draw conclusions [Heuer, 1999]. This information is
often conflicting and incomplete, making the process
laborious and complex, which can lead to costly er-
rors. [Pirolli and Card, 2005]. At the Dutch police,
intelligence analysis can have several goals, such as
assessing risks, understanding criminal patterns, and
supporting decision-making. In this context, intelli-
gence analysis is influenced by domain-specific chal-
lenges and the organizational structure, increasing
complexity [Visser et al., 2023]. Al assistance could

save time and effort in intelligence analysis, but must
comply with legal and organizational requirements.
For evidence to be admissible in court and to support
law enforcement actions (i.e., getting a search war-
rant), it must be clear why certain conclusions were
drawn and on what data they were based. There-
fore, it is vital to create transparent and understand-
able AT systems [Dechesne et al., 2019]. To investi-
gate how AI can be used to aid intelligence analysis,
my PhD will be an interdisciplinary project focus-
ing on three fields: explainable artificial intelligence,
cognitive science, and Al & law.

1.1 Explainable artificial intelligence

Research in the field of explainable artificial intel-
ligence (XAI) aims to make transparent and un-
derstandable AI models and to extend existing
opaque models to be transparent and understand-
able [Longo et al., 2020]. In a sensitive domain such
as intelligence analysis, these aims are crucial. Ma-
chine learning models are very proficient at process-
ing large and complex data sets, but their black-box
nature is problematic for use in intelligence analysis.
One approach to mitigate this problem is to combine
machine learning models with knowledge-based Al,
as is done in neurosymbolic approaches. Knowledge-
based A, which consists of knowledge created by do-
main experts and rules to reason over this knowl-
edge, is inherently transparent because all decision
rules can be accessed; however, it is not necessarily
understandable since there can be many rules with
complex interactions. Explanations can aid in un-
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derstanding these transparent systems and the rea-
soning behind individual decisions. One specific ap-
proach to knowledge-based Al that can provide such
explanations is formal argumentation. Formal ar-
gumentation uses transparent argumentation frame-
works, which consist of arguments and relations be-
tween them. Argumentation frameworks and deci-
sions made based on them can be explained using
a variety of methods to make them understandable
[Borg and Bex, 2024, Fan and Toni, 2015].

1.2 Cognitive science

Cognitive science highlights the importance of under-
standing the cognitive and social biases people use
when analyzing evidence, drawing conclusions, and
providing explanations. This leads people to pre-
fer decisions and explanations with specific charac-
teristics. XAI can build on this and make use of
it to make sure systems and explanations are un-
derstandable to people [Miller, 2019]. Argumenta-
tion, which resembles elements of human conversa-
tion and reasoning, could be valuable for providing
explanations [Mercier and Sperber, 2011]. For this
purpose, several argumentation-based explanation
approaches have been defined [Borg and Bex, 2024,
Fan and Toni, 2015]. While various argumentation-
based explanation methods aim to provide socially
desirable and understandable explanations, it re-
mains uncertain whether these formalisations are suc-
cessful in representing human cognition. Despite ex-
perimental validation of other elements of argumen-
tation [Rahwan et al., 2010, Guillaume et al., 2022],
explanations have remained overlooked. This is un-
fortunate, as social and cognitive factors strongly in-
fluence explanations, making experimental validation
essential.

1.3 Computational argumentation

The field of computational argumentation is impor-
tant to this research for two main reasons. First,
AT tools used by law enforcement need to comply
with legal requirements by being transparent about
their workings and keeping track of the processing
of pieces of evidence. Transparent and determin-

istic systems such as computational argumentation
are well-suited for this purpose. Second, in intel-
ligence analysis, where evidence can be produced
for court, evidence identified by AI and explana-
tions of this evidence should be understandable by
judges and lawyers. Argumentation offers oppor-
tunities for this since it shares similarities with le-
gal reasoning. Both involve reasoning with facts
and rules [Crombag et al., 1994]. Law is also con-
nected to argumentation because of its adversar-
ial, justified, defeasible, and open-textured aspects
[Bench-Capon, 2020, Prakken and Sartor, 2015].

1.4 Research questions

In summary, in intelligence analysis, there is a need
for transparent and understandable Al tools, which
knowledge-based Al and specifically argumentation
could provide. However, to identify where and how
these tools could best be used and to evaluate such
tools, a multidisciplinary investigation is needed, con-
sidering XAI, cognitive science, and Al & law. The
overarching research question of my PhD is: How can
knowledge-based Al be used to provide explanations
for intelligence analysis? This research question is
specified using several sub-questions.

SQla How can existing theories of explanations
i formal argumentation best be used to
provide explanations for people?

SQ1b  Which features of argumentation-based
explanations apply specifically to law en-

forcement and judicial personnel?

SQ2 Can structures from knowledge-based Al
be used to describe and gather knowledge
from the work of intelligence analysts?

SQ3 How can decisions and explanations by

neural and symbolic AI be compared?

2 Methods

This section describes the different methods that
will be used to investigate the sub-questions outlined
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above. These questions will be tackled approximately
in order; therefore, more details will be provided on
the first question and fewer on the last.

2.1 Experiments

Most validation of argumentation theories is based
on theory or examples, but can also be done with
experiments. Experimental validation is important
to ground argumentation theories in the real world
[Rahwan et al., 2010]. This is especially true for ex-
planation methods based on argumentation since, for
good explanations that can be practically applied,
social and cognitive factors are vital to take into ac-
count [Miller, 2019]. These social cognitive factors
can only be validated experimentally.

In prior work [Scheffers et al., 2024], I compared
explanations generated by participants to explana-
tions based on relatedness in formal argumentation.
These explanations using relatedness were found to
be cognitively plausible, meaning that they accu-
rately described human behavior. Currently, I am
working on a follow-up study to this paper. This
follow-up study aims to provide an empirical basis
for different types of explanations based on formal ar-
gumentation. Specifically, I will consider sufficiency,
compactness, and minimality [Borg and Bex, 2024,
Fan and Toni, 2015]. For this experiment, 20 natural
language instantiations of argumentation frameworks
were created. These instantiations are stories written
in normal language that follow the structure of an ar-
gumentation framework (Example 2.1 corresponds to
the argumentation framework in Figure 1). Partici-
pants will be presented with these instantiated argu-
mentation frameworks and asked to explain a topic
argument (A in Figure 1). The explanations given by
participants will be compared with theoretical expla-
nations.

After this study, I plan to conduct a similar ex-
periment with domain experts such as law enforce-
ment employees, judges, and lawyers. To investigate
whether their preferences for explanations differ from
those of the general public. These experts reason
with evidence in specific manners in specialized tasks,
which can differ from the reasoning used by the gen-
eral population [Heuer, 1999]. Since in intelligence

analysis both stories and arguments are used to rea-
son with evidence [Bex, 2011], argumentation theo-
ries might align more closely to their reasoning pat-
terns than to those of the general population. There-
fore, they might benefit more from argumentation-

based explanations.

Figure 1: Argumentation framework AF;. A is the
topic argument which is attacked by arguments B
and C. In the experiment, participants are instructed
to use any combination of arguments D, E, F, and G
to explain the topic argument.

Example 2.1. A natural language example for AF;.

(A) Doctor A says the patient has Disease X based
on their symptoms. So, they have Disease X.
Doctor B says the symptoms show the patient
has Disease Y. So, the diagnosis of Disease X is
wrong.

The patient’s family has a history of Disease Y.
So, the patient has Disease Y.

Doctor B is an expert in rare diseases and is
focusing too much on the chance of Disease Y.
So, their opinion is biased.

Lab tests do not show any signs of Disease Y.
So, the patient does not have Disease Y.

Disease Y is not passed down in families. So,
the patient’s family history of Disease Y does
not matter.

Patient surveys show that people are unhappy

with Doctor C’s diagnosis. So, Doctor C’s meth-
ods should be checked.
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2.2 Case study

To investigate SQ2, I plan to conduct a case study
to bridge the gap between theoretical applications
of knowledge-based AI and the practice of intelli-
gence analysis. This study will collect knowledge that
can serve as input for a knowledge-based Al system,
which can ground future research in the real processes
of intelligence analysis. Another reason for conduct-
ing an in-depth qualitative study is to look in detail
at the intelligence analysis process to be able to iden-
tify at what points in the process XAI tools can be
beneficial.

Little is known of the specific knowledge and
inference rules used in the intelligence analysis
process. Studies have investigated the struc-
ture of reports [Kruger et al., 2022] and conversa-
tions by intelligence analysts on a digital plat-
form [Saletta et al., 2020], but these do not provide
the detail required for knowledge-based Al. Sev-
eral studies have annotated conversations and de-
bates with argumentation. For example, bipolar ar-
gumentation has been used to map online debates
[Cabrio and Villata, 2013], tweets [Bosc et al., 2016],
and conversations in the Penn Treebank data set
[Rosenfeld and Kraus, 2014]. The methods used in
these studies could be adapted for use in the intended
case study.

The case study will be conducted with police and
justice personnel. They will be presented with a col-
lection of digital evidence and asked to think out
loud while forming hypotheses and evaluating these
to draw a conclusion. The observed behavior and ut-
terances of participants will be annotated using for-
mal argumentation. Based on these annotations, con-
clusions will be drawn about the comparability of ar-
gumentation and the process of intelligence analysis.

2.3 Evaluation

There are two distinct approaches in the field of
AI: machine learning-based and knowledge-based ap-
proaches. While the former efficiently processes ex-
tensive data, it often lacks transparency and the
ability to provide causal explanations. The latter
method is slower and reliant on domain expertise but

offers transparency [Campagner and Cabitza, 2020].
Recently, neurosymbolic approaches have attempted
to merge the two approaches in an attempt
to benefit from the strengths of both methods
[d’Avila Garcez and Lamb, 2023]. Due to the fun-
damental differences between deep learning and
knowledge-based approaches, it is challenging to ef-
fectively compare their output and performance.
Moreover, explanations and output for both types of
models differ fundamentally. This raises the question
of how these explanations can be compared and eval-
uated. The goal of this study is to establish a frame-
work or a set of guidelines to facilitate the comparison
and combination of different Al approaches.

This study will facilitate choosing between Al
methods depending on individual needs and facilitate
neurosymbolic Al by gaining a better understanding
of neural and symbolic components, which could al-
low for a more complementary combination of the
two. Such integration has the potential to bridge the
gap between professional practice and machine learn-
ing techniques.

3 Conclusion

This paper describes the planned steps to take over
the next three years towards the goal of using argu-
mentation and knowledge-based Al in the process of
intelligence analysis at the Dutch police. This will be
done using three types of studies. In the first study,
insights into which types of argumentation-based ex-
planations are most suitable for general explanations
and explanations to law enforcement and judiciary
personnel will be gained. The second study will pro-
vide insight into the compatibility of the reasoning
used in intelligence analysis and formal argumenta-
tion. The final study will provide guidelines to fa-
cilitate the comparisons and combination of machine
learning and knowledge-based AI approaches.

Finally, the results of these studies will be used
to answer how knowledge-based AI can be used to
provide explanations for intelligence analysis at the
Dutch police.
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